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#### Abstract

There are several classes of interior point algorithms that solve linear programming problems in $O(\sqrt{n} L)$ iterations. Among them, several potential reduction algorithms combine both theoretical ( $\mathrm{O}(\sqrt{n} L$ ) iterations) and practical efficiency as they allow the flexibility of line searches in the potential function, and thus can lead to practical implementations. It is a significant open question whether interior point algorithms can lead to better complexity bounds. In the present paper we give some negative answers to this question for the class of potential reduction algorithms. We show that, even if we allow line searches in the potential function, and even for problems that have network structure, the bound $\mathrm{O}(\sqrt{n} L)$ is tight for several potential reduction algorithms, i.e., there is a class of examples with network structure, in which the algorithms need at least $\Omega(\sqrt{n} L)$ iterations to find an optimal solution. (C) 1997 The Mathematical Programming Society, Inc. Published by Elsevier Science B.V.
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## 1. Introduction

In the last decade there has been a lot of excitement about interior point algorithms for linear programming. In his seminal work, Karmarkar [7] presented an $\mathrm{O}(n L)$ iterations algorithm with $\mathrm{O}\left(n^{3}\right)$ work per iteration, thus resulting in an $\mathrm{O}\left(n^{4} L\right)$ algorithm for the linear programming problem:

[^0]\[

$$
\begin{array}{ll}
\operatorname{minimize} & c^{\prime} x \\
\text { subject to } & A x=b \\
& x \geqslant 0
\end{array}
$$
\]

and its dual

$$
\begin{array}{ll}
\operatorname{maximize} & b^{\prime} y \\
\text { subject to } & A^{\prime} y+s=c \\
& s \geqslant 0
\end{array}
$$

where $A$ is an $m \times n$ matrix and $L$ is the input size of the linear program. Moreover, he used rank one updates to obtain an $\mathrm{O}\left(n^{3.5} L\right)$ algorithm for linear programming. Since then, there have been several path following algorithms for linear programming that need $\mathrm{O}(\sqrt{n} L)$ iterations (Renegar [12], Gonzaga [4]) with time complexity $\mathrm{O}\left(n^{3} L\right)$. The drawback of the latter approaches is that, although they achieve the best known worst case bound, they are restricted to make small steps by following the central trajectory. As a result, these path following methods are not attractive for a practical implementation.

A major step in the direction of practical algorithms, still achieving the best known worst case bounds, was taken by Ye [18], in which he presented a potential reduction primal-dual algorithm that solves linear programming in $O(\sqrt{n} L)$ iterations and $O\left(n^{3} L\right)$ time. Freund [3] simplified the algorithm by Ye and showed that certain choices for the parameters in the algorithm are in a sense best possible. Gonzaga and Todd [5] proposed another potential reduction algorithm, which also solves linear programming in $\mathrm{O}(\sqrt{n} L)$ iterations. The major advantage of this class of algorithms is that they are conceptually elegant and natural, achieve the best known worst case bounds, and yet they lead to practical implementations through the use of line searches. In the theory and practice of linear programming this is a rare combination. The simplex method and affine scaling algorithm, for example, are practical algorithms, but are not known to be polynomial algorithms.

Since a variety of interior point algorithms solve linear programming problems in $\mathrm{O}(\sqrt{n} L)$ iterations, one can naturally ask:

1. Can the bound $\mathrm{O}(\sqrt{n} L)$ be improved for any interior point algorithm, i.e., is the bound inherent in the algorithm or is it because of the weakness of our proof methods?
2. Do line searches improve the theoretical complexity of interior point algorithms?
3. Can the bound be improved for linear programs of network structure?
4. More ambitiously, is the bound $\mathrm{O}(\sqrt{n} L)$ inherent in the linear programming problem? We remark that this question is rather deep as it is related to the existence of a strongly polynomial algorithm for linear programming.

Related to the first two questions, it is well known that short step path following algorithms need $\Theta(\sqrt{n} L)$ iterations for all linear programs. Anstreicher [1] (see also McDiarmid [9]) showed that in the worst-case, there is a step among all steps of

Karmarkar's algorithm such that the reduction of the potential function can not be greater than a constant. Anstreicher [2] sharpened this observation and showed that with exact line searches, there is a class of linear programs, in which Karmarkar's algorithm can only obtain a decrease of the potential function that is no more than a constant for every iteration; he further showed that $\Theta(\log n L)$ iterations are actually needed to solve this example. Kaliski and Ye [6] showed that Karmarkar's algorithm requires at least $\Omega(n)$ iterations to converge for solving a linear program with only one constraint. Powell [11] also showed a lower bound of $\Omega(n)$ for problems that are natural discretizations of a semi-infinite programming problem. Todd [14] (see also Todd and Ye [16]) showed a lower bound of $\Omega\left(n^{\frac{1}{3}}\right)$ on the number of steps needed by certain interior point primal-dual methods to reduce the duality gap by a constant at the start of the algorithm.

In the present paper we give negative answers to the first three questions for the potential reduction algorithms of Ye [18], Freund [3], and Gonzaga and Todd [5]. Potential function algorithms are characterized by a parameter $q$ (see next section). We give tight bounds for the number of iterations for $q=n+O(\sqrt{n})$, even if we use line searches and even if the linear program has network structure.

The paper is structured as follows. In Section 2 we summarize the potential reduction algorithm and the known complexity results. In Section 3 we exhibit an example that has network structure and requires $\Theta(\sqrt{n} L)$ iterations even if we allow line searches. The final section contains some concluding remarks.

We briefly describe our notation below. All vectors are column vectors and the superscript ' denotes transpose. Unless otherwise specified, $\|\cdot\|$ denotes the usual Euclidean norm, $\log (\cdot)$ denotes the natural logarithmic function. For any $x \in \mathbb{R}^{n}$, we denote by $x_{i}$ the $i$ th coordinate of $x$, and when describing an algorithm, we use the notation $x^{k}$ to denote the value of variable $x$ evaluated at the $k$ th iteration of the algorithm.

## 2. The potential reduction algorithm

For every linear programming problem, Todd and Ye [15] and Tanabe [13] introduced the primal-dual logarithmic barrier function:

$$
\begin{equation*}
G(x, s)=q \log x^{\prime} s-\sum_{j=1}^{n} \log x_{j}-\sum_{j=1}^{n} \log s_{j} \tag{2}
\end{equation*}
$$

where the first term is a measure of the duality gap $x^{\prime} s$ and the two other terms are the barrier terms. The goal of the algorithm proposed by Ye [18] is to decrease the duality gap below a tolerance $\varepsilon$ by decreasing the potential function $G(x, s)$ at every iteration. We first give the following definition.

Definition 1. A primal and dual solution pair ( $x, s$ ) is called $\varepsilon$-optimal if the duality gap satisfies $x^{\prime} s \leqslant \varepsilon$.

Let $L$ be the input size of the linear program (1). Note that if an $\varepsilon$-optimal solution is available with $\varepsilon=2^{-2 L}$, then an exact solution can be found in polynomial time through rounding. For this class of potential functions the following result holds:

Theorem 1 (Ye [18]). An algorithm that reduces $G(x, s)$ by an amount greater or equal to $\delta>0$ at each iteration finds an $\varepsilon$-optimal solution $(\bar{x}, \bar{s})$ in

$$
\mathrm{O}\left(\frac{q-n}{\delta} \log \frac{1}{\varepsilon}\right) \text { iterations }
$$

as long as the initial feasible primal-dual values $\left(x^{0}, s^{0}\right)$ satisfy

$$
G\left(x^{0}, s^{0}\right)=\mathrm{O}\left(\frac{q-n}{\delta} \log \frac{1}{\varepsilon}\right)
$$

We note that the previous theorem focuses in finding an $\varepsilon$-optimal solution. If we want an exact solution we need to replace $\log (1 / \varepsilon)$ by $L$. Let $(A, b, c)$ be the data for the linear program ( 1 ); let $x^{0}>0, s^{0}>0, y^{0}$ be the initial primal and dual solutions respectively; let $\varepsilon>0$ be the optimality tolerance. Let $X$ denote a diagonal matrix with $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in the diagonal. Let $e_{n}$ be an $n$-dimensional column vector of all ones. Then Ye's potential function algorithm, which uses the parameters ( $\gamma, \alpha, q$ ) ( $0<\gamma<1, \alpha \geqslant 0, q \geqslant n$ ) can be described as follows:

```
Algorithm \(\mathcal{A}\left(A, b, c, x^{0}, s^{0}, y^{0}, \varepsilon\right)\).
\(k=0\);
while \(\left(x^{k}\right)^{\prime} s^{k}>\varepsilon\) do
    \(X^{k}=\operatorname{diag}\left(x^{k}\right)\);
    \(\vec{A}^{k}=\left(A X^{k}\right)^{\prime}\left(A X^{k} X^{k} A^{\prime}\right)^{-1} A X^{k}\);
    \(u^{k}=\left(I-\bar{A}^{k}\right)\left(\frac{q}{\left(x^{k}\right)^{\prime} s^{k}} X^{k} s^{k}-e_{n}\right) ;\)
    if \(\left\|u^{k}\right\| \geqslant \gamma\)
        then (primal step)
            \(x^{k+1}=x^{k}-\alpha \frac{X^{k} u^{k}}{\left\|u^{k}\right\|} ;\)
            \(s^{k+1}=s^{k}\);
        else (dual step)
            \(x^{k+1}=x^{k}\);
            \(s^{k+1}=\frac{\left(x^{k}\right)^{\prime} s^{k}}{q}\left(X^{k}\right)^{-1}\left(u^{k}+e_{n}\right) ;\)
    end if
    \(k=k+1\);
end while
```

If $\left\|u^{k}\right\| \geqslant \gamma$ we say that the algorithm performs a primal step, while if $\left\|u^{k}\right\|<\gamma$, we say that the algorithm performs a dual step.

The algorithm proposed by Freund [3] is somewhat different in the dual step: It finds a scalar $\Delta^{k} \in\left(0,\left(x^{k}\right)^{\prime} s^{k}\right]$ such that

$$
\left\|\left(I-\bar{A}^{k}\right)\left(\frac{q}{\Delta^{k}} X^{k} s^{k}-e_{n}\right)\right\|=\gamma
$$

and then updates the dual slacks as follows:

$$
\begin{aligned}
& \bar{u}^{k}=\left(I-\bar{A}^{k}\right)\left(\frac{q}{\Delta^{k}} X^{k} s^{k}-e_{n}\right), \\
& s^{k+1}=\frac{\left(x^{k}\right)^{\prime} s^{k}}{q}\left(X^{k}\right)^{-1}\left(\bar{u}^{k}+e_{n}\right)
\end{aligned}
$$

The algorithm proposed by Gonzaga and Todd's [5] uses exactly the same primal step, while the dual step is more symmetric than both Ye's and Freund's algorithms as it uses projected gradients of the potential function both in the primal and in the dual space. To be precise the dual step is:

$$
\begin{aligned}
& S^{k}=\operatorname{diag}\left(s^{k}\right) \\
& \bar{A}^{k}=\left(A S^{k}\right)^{\prime}\left(A S^{k} S^{k} A^{\prime}\right)^{-1} A S^{k} ; \\
& v^{k}=\left(I-\bar{A}^{k}\right)\left(\frac{q}{\left(x^{k}\right)^{\prime} s^{k}} X^{k} s^{k}-e_{n}\right) ; \\
& \text { If }\left\|v^{k}\right\| \geqslant \gamma, \text { then } \\
& x^{k+1}=x^{k} ; \quad s^{k+1}=x^{k}-\beta \frac{S^{k} v^{k}}{\left\|v^{k}\right\|}
\end{aligned}
$$

The reason why potential reduction algorithms are attractive from a practical point of view is that we can improve the performance of all these algorithms by using line searches in the potential function. By varying $\alpha$ we can maximize the decrease of the potential function at each step of the algorithm.

For Algorithm $\mathcal{A}$ the following theorem holds:
Theorem 2 (Freund [3], Ye [18]).

1. If Algorithm $\mathcal{A}$ executes a primal step at step $k$ and the step size is chosen to be $\alpha$, then

$$
G\left(x^{k+1}, s^{k+1}\right)-G\left(x^{k}, s^{k}\right) \leqslant-\alpha \gamma+\frac{\alpha^{2}}{2(1-\alpha)}
$$

If the algorithm executes a dual step at step $k$ then

$$
G\left(x^{k+1}, s^{k+1}\right)-G\left(x^{k}, s^{k}\right) \leqslant-\frac{q-n}{q}(q-n-\gamma \sqrt{n})+\frac{2 \gamma^{2}}{(1-\gamma)(1-3 \gamma)} .
$$

2. If $q=n+\sqrt{n}, \gamma=0.22, \alpha=\frac{1}{6}$, then Algorithm $\mathcal{A}$ reduces $G(x, s)$ by $a$ constant amount $\delta=0.02$ at each iteration, and thus finds an $\varepsilon$-optimal solution in $\mathrm{O}(\sqrt{n} \log (1 / \varepsilon))$ iterations, provided that $G\left(x^{0}, s^{0}\right)=\mathrm{O}(\sqrt{n} \log (1 / \varepsilon))$.

From Theorems 1 and 2 it follows that Algorithm $\mathcal{A}$ finds an $\varepsilon$-optimal solution in $O(\sqrt{n} \log (1 / \varepsilon))$ iterations. In the next section we show that even if we use exact line searches this bound is tight.

## 3. Bounds on the number of primal steps of Algorithm $\mathcal{A}$ with line searches

In this section, we show that Algorithm $\mathcal{A}$ needs at least $\Omega((\sqrt{n} / \nu) \log (1 / \varepsilon))$ primal steps to find an $\varepsilon$-optimal solution for $q=n+\nu \sqrt{n}$ and $\nu=o(\sqrt{n})$. The reasons this is a strong lower bound are as follows: (a) Since the work per iteration in a primal step (it involves the solution of a linear system) dominates the work per iteration in a dual step, our lower bound on the number of primal iterations implies a lower bound on the time complexity; (b) The example we construct is a network problem, which implies that the network structure does not help in improving the complexity of potential reduction algorithms; (c) The algorithm uses exact line searches in the potential function.

We analyze the following example:
(P) $\quad \begin{aligned} \text { minimize } & \sum_{i=1}^{2 n} x_{i} \\ \text { subject to } & x_{i}=x_{i+1}, \quad \text { for } i \neq n, 2 n, \\ & x \geqslant 0,\end{aligned}$
and its dual
(D) maximize 0

$$
\begin{array}{ll}
\text { subject to } & y_{i}+s_{i}=1, \quad \text { for } i \in\{1, n+1\}, \\
& -y_{i}+s_{i}=1, \quad \text { for } i \in\{n, 2 n\}, \\
& y_{i}-y_{i-1}+s_{i}=1, \quad \text { for } i \notin\{1, n, n+1,2 n\}, \\
& s \geqslant 0 .
\end{array}
$$

Interestingly, problem ( $P$ ) has network structure. Problem ( $P$ ) can be written in the standard form (1) with $b=0, c=e_{2 n}$ and $A$ the $2(n-1) \times 2 n$ matrix

$$
A=\left(\begin{array}{ll}
B & 0 \\
0 & B
\end{array}\right)
$$

where $B$ is the $(n-1) \times n$ matrix $B=\left(I_{n-1}, 0\right)-\left(0, I_{n-1}\right)$.
Notice that for this particular example, the optimal value is 0 , all the feasible points of ( $D$ ) are also dual optimal and the unique primal optimal solution is the zero vector. In this section, we analyze the complexity of Algorithm $\mathcal{A}$ when we allow line searches, and show that there exists a starting point such that Algorithm $\mathcal{A}$ needs $\Omega((\sqrt{n} / \nu) \log (1 / \varepsilon))$ primal steps to find an $\varepsilon$-optimal solution for $(P)$ where $q=$ $2 n+\nu \sqrt{n}$ and $\nu=\mathrm{o}(\sqrt{n})$.

In order to simplify the notation, we will replace $\alpha /\left\|u^{k}\right\|$ by $\alpha$ in the description of the Algorithm $\mathcal{A}$, and will suppress the superscript $k$ on $\alpha$ that indicates the current number of iterations.

Obviously the primal iterates have $x_{i}^{k}=r^{k}$, for $i \leqslant n$ and $x_{i}^{k}=t^{k}$ for $i \geqslant n+1$, where $r^{k}$ and $t^{k}$ are positive constants. Moreover, since $b=0$, the duality gap is $c^{\prime} x^{k}=n\left(r^{k}+t^{k}\right)$.

Let $q=2 n+\nu \sqrt{n}, \nu>0$ (note that $(P)$ is a problem with $2 n$ variables). We also introduce the notation $\bar{\nu}=\nu / \sqrt{n}$. We first show the following preliminary properties.

Proposition 1. 1. $\bar{A}^{k}$ is independent of $k$ and

$$
\bar{A}^{k}=\left(\begin{array}{cc}
I_{n}-\frac{1}{n} e_{n} e_{n}^{\prime} & 0  \tag{3}\\
0 & I_{n}-\frac{1}{n} e_{n} e_{n}^{\prime}
\end{array}\right)
$$

2. At every iteration, $u_{i}^{k}=u_{i+1}^{k}, \forall i \neq n, 2 n$ with

$$
u_{i}^{k}= \begin{cases}\frac{(2+\bar{\nu}) r^{k}}{r^{k}+t^{k}}-1, & i \leqslant n  \tag{4}\\ \frac{(2+\bar{\nu}) t^{k}}{r^{k}+t^{k}}-1, & i \geqslant n+1\end{cases}
$$

## Proof.

$$
\begin{aligned}
\bar{A}^{k} & =\left(A X^{k}\right)^{\prime}\left(A X^{k} X^{k} A^{\prime}\right)^{-1} A X^{k} \\
& =\left(\begin{array}{cc}
r^{k} B & 0 \\
0 & t^{k} B
\end{array}\right)^{\prime}\left[\left(\begin{array}{cc}
r^{k} B & 0 \\
0 & t^{k} B
\end{array}\right)\left(\begin{array}{cc}
r^{k} B & 0 \\
0 & t^{k} B
\end{array}\right)^{\prime}\right]^{-1}\left(\begin{array}{cc}
r^{k} B & 0 \\
0 & t^{k} B
\end{array}\right) \\
& =\left(\begin{array}{cc}
r^{k} B^{\prime} & 0 \\
0 & t^{k} B^{\prime}
\end{array}\right)\left(\begin{array}{cc}
\left(r^{k}\right)^{2} B B^{\prime} & 0 \\
0 & \left(t^{k}\right)^{2} B B^{\prime}
\end{array}\right)^{-1}\left(\begin{array}{cc}
r^{k} B & 0 \\
0 & t^{k} B
\end{array}\right) \\
& =\left(\begin{array}{cc}
r^{k} B^{\prime} & 0 \\
0 & t^{k} B^{\prime}
\end{array}\right)\left(\begin{array}{cc}
\left(r^{k}\right)^{-2}\left(B B^{\prime}\right)^{-1} & 0 \\
0 & \left(t^{k}\right)^{-2}\left(B B^{\prime}\right)^{-1}
\end{array}\right)\left(\begin{array}{cc}
r^{k} B & 0 \\
0 & t^{k} B
\end{array}\right) \\
& =\left(\begin{array}{cc}
U^{k} & 0 \\
0 & U^{k}
\end{array}\right),
\end{aligned}
$$

where $U^{k}=B^{\prime}\left(B B^{\prime}\right)^{-1} B$. Since $I_{n}-U^{k}=(1 / n) e_{n} e_{n}^{\prime}$, (3) follows. Observe that $\bar{A}^{k}$ is independent of $k$. Since $b=0$, the duality gap is $c^{\prime} x^{k}$ and therefore, by (3),

$$
u^{k}=\left(I-\bar{A}^{k}\right)\left(\frac{q}{\left(x^{k}\right)^{\prime} c} X^{k} c-e_{2 n}\right)=\frac{1}{n}\left(\begin{array}{cc}
e_{n} e_{n}^{\prime} & 0 \\
0 & e_{n} e_{n}^{\prime}
\end{array}\right)\left(\frac{q}{\left(x^{k}\right)^{\prime} c} X^{k} c-e_{2 n}\right)
$$

For $i \leqslant n$,

$$
u_{i}^{k}=\frac{1}{n} \cdot \frac{q \sum_{i=1}^{n} x_{i}^{k}}{\left(x^{k}\right)^{\prime} c}-1=\frac{1}{n} \cdot \frac{(2 n+\nu \sqrt{n}) \cdot n \cdot r^{k}}{n \cdot\left(r^{k}+t^{k}\right)}-1=\frac{(2+\bar{\nu}) r^{k}}{r^{k}+t^{k}}-1
$$

Similarly, for $i \geqslant n+1$,

$$
u_{i}^{k}=\frac{(2+\bar{\nu}) t^{k}}{r^{k}+t^{k}}-1
$$

We now make an important observation, on which we will base our analysis.
Proposition 2. If at every primal step, an exact line search is used, the step size will only depend on the ratio $r^{k} / t^{k}$, i.e., there exists a function $g: \mathbb{R} \mapsto \mathbb{R}$, such that $\alpha=g\left(r^{k} / t^{k}\right)$. Furthermore,

$$
\begin{equation*}
g\left(r^{k} / t^{k}\right)=g\left(t^{k} / r^{k}\right) \tag{5}
\end{equation*}
$$

Proof. The potential function can be written as

$$
\begin{align*}
G\left(x^{k+1}, s^{k+1}\right)= & q \log \left(x^{k+1}\right)^{\prime} s^{k+1}-\sum_{j=1}^{2 n} \log x_{j}^{k+1}-\sum_{j=1}^{2 n} \log s_{j}^{k+1} \\
= & q \log \left(n\left(r^{k+1}+t^{k+1}\right)\right)-n \log r^{k+1}-n \log t^{k+1}+M_{\mathrm{I}} \\
= & q \log \left(r^{k+1}+t^{k+1}\right)-n \log r^{k+1}-n \log t^{k+1}+M_{2} \\
= & q \log \left(r^{k}+t^{k}-\alpha\left(u_{1}^{k} r^{k}+u_{n+1}^{k} t^{k}\right)\right) \\
& -n \log \left(1-\alpha u_{1}^{k}\right) r^{k}-n \log \left(1-\alpha u_{n+1}^{k}\right) t^{k}+M_{2} \\
= & q \log \left(1+\frac{r^{k}}{t^{k}}-\alpha\left(u_{1}^{k} \frac{r^{k}}{t^{k}}+u_{n+1}^{k}\right)\right) \\
& -n \log \left(1-\alpha u_{1}^{k}\right)-n \log \left(1-\alpha u_{n+1}^{k}\right)+M_{3} \tag{6}
\end{align*}
$$

where $M_{1}, M_{2}$ and $M_{3}$ are constants independent of $\alpha$. From (4), $u_{i}^{k}$ depends on the ratio $r^{k} / t^{k}$. From (6), we observe that in order to minimize $G\left(x^{k+1}, s^{k+1}\right)$, the choice of the step size $\alpha$ will depend on the ratio $r^{k} / t^{k}$, but not on the actual magnitude of $r^{k}$ and $t^{k}$, i.e., we can always scale $r^{k}$ and $t^{k}$ by the same amount without affecting the minimizers of (6).

The potential function can be written as a function of $\alpha$ as follows:

$$
G(\alpha) / n=(2+\bar{\nu}) \log \left(1-\alpha M_{4}\right)-\log \left(1-\alpha M_{5}\right)-\log \left(1-\alpha M_{6}\right)+M_{7},
$$

with $M_{4}, M_{5}, M_{6}, M_{7}$ constants independent of $\alpha$. Then

$$
G^{\prime}(\alpha) / n=-(2+\bar{\nu}) \frac{M_{4}}{1-\alpha M_{4}}+\frac{M_{5}}{1-\alpha M_{5}}+\frac{M_{6}}{1-\alpha M_{6}}
$$

and

$$
G^{\prime \prime}(\alpha) / n=-(2+\bar{\nu})\left(\frac{M_{4}}{1-\alpha M_{4}}\right)^{2}+\left(\frac{M_{5}}{1-\alpha M_{5}}\right)^{2}+\left(\frac{M_{6}}{1-\alpha M_{6}}\right)^{2}
$$

An optimizer of $G(\alpha)$ satisfies $G^{\prime}\left(\alpha^{*}\right)=0$. Therefore,

$$
\begin{aligned}
& G^{\prime \prime}\left(\alpha^{*}\right) / n=-\frac{1}{2+\bar{\nu}}\left(\frac{M_{5}}{1-\alpha^{*} M_{5}}+\frac{M_{6}}{1-\alpha^{*} M_{6}}\right)^{2}+\left(\frac{M_{5}}{1-\alpha^{*} M_{5}}\right)^{2}+\left(\frac{M_{6}}{1-\alpha^{*} M_{6}}\right)^{2} \\
& \quad=\frac{\bar{\nu}}{2+\bar{\nu}}\left(\left(\frac{M_{5}}{1-\alpha^{*} M_{5}}\right)^{2}+\left(\frac{M_{6}}{1-\alpha^{*} M_{6}}\right)^{2}\right)+\frac{1}{2+\bar{\nu}}\left(\frac{M_{5}}{1-\alpha^{*} M_{5}}-\frac{M_{6}}{1-\alpha^{*} M_{6}}\right)^{2} \\
& \quad>0
\end{aligned}
$$

Since all solutions of $G^{\prime}\left(\alpha^{*}\right)=0$ satisfy $G^{\prime \prime}\left(\alpha^{*}\right)>0$, there exists at most one minimizer $\alpha^{*}>0$, which minimizes $G(\alpha)$. Since we compute a solution $\alpha^{*}$ explicitly in Proposition 3, there exists a unique minimizer. Therefore, there exists a function $g: \mathbb{R} \mapsto \mathbb{R}$, such that $\alpha^{*}=g\left(r^{k} / t^{k}\right)$ minimizes $G(\alpha)$ in (6).

Notice that the potential function $G\left(x^{k+1}, s^{k+1}\right)$ can be written as $f\left(r^{k}, t^{k}, \alpha\right)$ for some real function $f(\cdot, \cdot, \cdot)$. Notice, however, that $f\left(r^{k}, t^{k}, \alpha\right)=f\left(t^{k}, r^{k}, \alpha\right)$. Moreover, as we have shown before, $f\left(r^{k}, t^{k}, \alpha\right)=f_{1}\left(r^{k} / t^{k}, \alpha\right)$ for some function $f_{1}$ and $f\left(t^{k}, r^{k}, \alpha\right)=f_{1}\left(t^{k} / r^{k}, \alpha\right)$. So, $f_{1}\left(r^{k} / t^{k}, \alpha\right)=f_{1}\left(t^{k} / r^{k}, \alpha\right)$. Therefore, $g\left(r^{k} / t^{k}\right)=$ $g\left(t^{k} / r^{k}\right)$, establishing (5).

Our strategy to bound the number of primal steps is based on the previous proposition as follows: We select a particular starting point ( $r^{0}, t^{0}$ ) with $r^{0} / t^{0}=1+\omega^{*}$. We will choose $\omega^{*}$, such that the minimizer

$$
\alpha^{*}=\arg \min _{\alpha>0} G\left(x^{0}-\alpha X^{0} u^{0}, s^{0}\right)
$$

satisfies further that $r^{0} / t^{0}=t^{1} / r^{1}$. Because of the previous lemma the new minimizer $\alpha^{1}=g\left(t^{1} / r^{1}\right)=g\left(r^{0} / t^{0}\right)=\alpha^{*}$. Because of the symmetry of the particular example, we will show that $r^{1} / t^{1}=t^{2} / r^{2}$, which means that the new minimizer $\alpha^{2}$ will also be the same as $\alpha^{*}$, and so on. Therefore, by selecting carefully the starting point ( $r^{0}, t^{0}$ ), we can force the algorithm to pick the same minimizer in the line search of the potential function at every primal step.

Let $x_{1}^{0}=r^{0}=1+\omega, x_{n+1}^{0}=t^{0}=1, s^{0}=e$ and $y^{0}=0$ be the initial interior solutions of $(P)$ and ( $D$ ).

We consider the following system of equations in ( $\alpha, \omega$ )

$$
\begin{align*}
& r^{0} / t^{0}=t^{1} / r^{1}  \tag{7}\\
& \alpha=\arg \min _{\alpha>0} G\left(x^{0}-\alpha X^{0} u^{0}, s^{0}\right) . \tag{8}
\end{align*}
$$

We will first show that the nonlinear system of equations (7), (8) has a solution for ( $\alpha, \omega$ ), which we compute explicitly in Proposition 3. We then show that we can bound the number of primal steps for the Algorithm $\mathcal{A}$ to find an $\varepsilon$-optimal solution.

## Proposition 3. The solution

$$
\omega^{*}=\bar{\nu}, \quad \alpha^{*}=\frac{2+\bar{\nu}}{(1+\bar{\nu})^{2}}
$$

with $\bar{\nu}=\nu / \sqrt{n}$ satisfies the system (7), (8).
Proof. Since $r^{1}=r^{0}\left(1-\alpha u_{1}^{0}\right)$ and $t^{1}=t^{0}\left(1-\alpha u_{n+1}^{0}\right)$, where $u_{1}^{0}$ and $u_{n+1}^{0}$ are given in Eq. (4), we obtain that Eq. (7) is equivalent to

$$
\begin{equation*}
\alpha=\frac{(2+\omega)^{2}}{(1+\bar{\nu})\left[(1+\omega)^{2}+1\right]+\bar{\nu}(1+\omega)} \tag{9}
\end{equation*}
$$

From the proof of Proposition 2 the function $G(\alpha)=G\left(x^{0}-\alpha X^{0} u^{0}, s^{0}\right)$ has at most one minimizer that satisfies $G^{\prime}(\alpha)=0$.

Dropping the superscript 0 for ease of exposition we obtain that

$$
\begin{equation*}
G^{\prime}(\alpha) / n=-(2+\bar{\nu}) \frac{\Delta r+\Delta t}{r+t-\alpha(\Delta r+\Delta t)}+\frac{\Delta r}{r-\alpha \Delta r}+\frac{\Delta t}{t-\alpha \Delta t}, \tag{10}
\end{equation*}
$$

where we define $\Delta r=u_{1} r$ and $\Delta t=u_{n+1} t$.
From (4) we obtain

$$
\begin{equation*}
\frac{\Delta r}{r}=u_{1}=\frac{(2+\bar{\nu}) r}{r+t}-1=\frac{(2+\bar{\nu}) \frac{r}{t}}{1+\frac{r}{t}}-1=\frac{(2+\bar{\nu})(1+\omega)}{2+\omega}-1 . \tag{11}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\frac{\Delta t}{t}=u_{n+1}=\frac{(2+\bar{\nu}) t}{r+t}-1=\frac{2+\bar{\nu}}{1+\frac{r}{t}}-1=\frac{2+\bar{\nu}}{2+\omega}-1 . \tag{12}
\end{equation*}
$$

Since, we have defined $r / t=1+\omega$, we substitute Eqs. (11) and (12) into Eq. (10) and we obtain that Eq. (8) is equivalent to

$$
\begin{gather*}
-(2+\bar{\nu}) \frac{\left[\frac{(2+\bar{\nu})(1+\omega)}{2+\omega}-1\right](1+\omega)+\frac{2+\bar{\nu}}{2+\omega}-1}{2+\omega-\alpha\left[\left(\frac{(2+\bar{\nu})(1+\omega)}{2+\omega}-1\right)(1+\omega)+\frac{2+\bar{\nu}}{2+\omega}-1\right]} \\
+\frac{\frac{(2+\bar{\nu})(1+\omega)}{2+\omega}-1}{1-\alpha\left[\frac{(2+\bar{\nu})(1+\omega)}{2+\omega}-1\right]}+\frac{\frac{2+\bar{\nu}}{2+\omega}-1}{1-\alpha\left[\frac{2+\bar{\nu}}{2+\omega}-1\right]}=0 \tag{13}
\end{gather*}
$$

By direct substitution it is easy to check that the solution

$$
\omega^{*}=\bar{\nu} \quad \text { and } \quad \alpha^{*}=\frac{2+\bar{\nu}}{(1+\bar{\nu})^{2}}
$$

satisfies the system of equations (9) and (13), which is equivalent to the original system (7), (8).

We next prove our main result.
Theorem 3. Algorithm $\mathcal{A}$ implemented with exact line searches in the potential function needs at least

$$
\frac{\sqrt{n}}{\nu} \log \frac{\nu \sqrt{n}+2 n}{\varepsilon}=\Omega\left(\frac{\sqrt{n}}{\nu} \log \frac{1}{\varepsilon}\right)
$$

primal steps to find an e-optimal solution to the linear program $(P)$, when started from the solution $x^{0}, s^{0}, y^{0}$.

Proof. We first show by induction on $k$ that for all primal steps, $\alpha^{k}=\alpha^{*}$ and $r^{k} / t^{k}=$ $t^{k+1} / r^{k+1}$. For $k=0$ the induction hypothesis corresponds exactly to the condition that the system (7), (8) has a solution (Proposition 3).

Assume that the induction hypothesis holds for $k-1$. In Proposition 2 we showed that $\alpha^{k}=g\left(t^{k} / r^{k}\right)$. By the induction hypothesis $r^{k-1} / t^{k-1}=t^{k} / r^{k}$. Therefore, $g\left(t^{k} / r^{k}\right)=$ $g\left(r^{k-1} / t^{k-1}\right)$. From Proposition 2, $\alpha^{k-1}=g\left(r^{k-1} / t^{k-1}\right)$. Therefore, $\alpha^{k}=\alpha^{k-1}=\alpha^{*}$ from the induction hypothesis.

Moreover, $r^{k+1}=r^{k}\left(1-\alpha^{k} u_{1}^{k}\right)$, and $t^{k+1}=t^{k}\left(1-\alpha^{k} u_{n+1}^{k}\right)$. From (4) we obtain

$$
\begin{aligned}
& r^{k+1}=r^{k}\left(1-\alpha^{k}\left(\frac{(2+\bar{\nu}) r^{k}}{r^{k}+t^{k}}-1\right)\right) \\
& t^{k+1}=t^{k}\left(1-\alpha^{k}\left(\frac{(2+\bar{\nu}) t^{k}}{r^{k}+t^{k}}-1\right)\right)
\end{aligned}
$$

Since $r^{k-1} / t^{k-1}=t^{k} / r^{k}$ and we have shown that $\alpha^{k}=\alpha^{*}=\alpha^{k-1}$ we obtain that

$$
\begin{aligned}
r^{k+1} & =r^{k}\left(1-\alpha^{k-1}\left(\frac{(2+\bar{\nu}) t^{k-1}}{r^{k-1}+t^{k-1}}-1\right)\right) \\
t^{k+1} & =t^{k}\left(1-\alpha^{k-1}\left(\frac{(2+\bar{\nu}) r^{k-1}}{r^{k-1}+t^{k-1}}-1\right)\right)
\end{aligned}
$$

Therefore,

$$
r^{k+1}=r^{k} \frac{t^{k}}{t^{k-1}} \quad \text { and } \quad t^{k+1}=t^{k} \frac{r^{k}}{r^{k-1}}
$$

and hence

$$
\frac{r^{k+1}}{t^{k+1}}=\frac{r^{k-1}}{t^{k-1}}=\frac{t^{k}}{r^{k}},
$$

where the last equation follows from the induction hypothesis. Hence, the induction is complete.

Therefore, $r^{k} / t^{k}=1+\omega^{*}$, if $k$ is even and $t^{k} / r^{k}=1+\omega^{*}$, if $k$ is odd. We next examine the reduction in the duality gap at the $k$ th primal step. Assuming that $k$ is even (the case $k$ odd is the same), we obtain

$$
\begin{aligned}
r^{k+1} & =r^{k}\left(1-\alpha^{k}\left(\frac{(2+\bar{\nu}) r^{k}}{r^{k}+t^{k}}-1\right)\right)=r^{k}\left(1-\alpha^{*}\left(\frac{(2+\bar{\nu})\left(1+\omega^{*}\right)}{2+\omega^{*}}-1\right)\right) \\
& =r^{k} \frac{1}{(1+\bar{\nu})^{2}}
\end{aligned}
$$

Similarly,

$$
t^{k+1}=t^{k}\left(1-\alpha^{*} \frac{\bar{\nu}-\omega^{*}}{2+\omega^{*}}\right)=t^{k}
$$

Note that the dual steps do not influence the duality gap and therefore, we need only to bound the reduction in the duality gap after a primal step. Then

$$
\frac{\left(x^{k+1}\right)^{\prime} s^{k+1}}{\left(x^{k}\right)^{\prime} s^{k}}=\frac{r^{k+1}+t^{k+1}}{r^{k}+t^{k}}=\frac{1}{1+\bar{\nu}}
$$

Since the initial duality gap is $n\left(r^{0}+t^{0}\right)=2 n+\nu \sqrt{n}$, in order for the duality gap to be smaller than $\varepsilon$, we need at least $K$ primal steps such that

$$
(2 n+\nu \sqrt{n})\left(\frac{1}{1+\nu / \sqrt{n}}\right)^{K}<\varepsilon
$$

leading to

$$
K>\frac{\sqrt{n}}{\nu} \log \frac{\nu \sqrt{n}+2 n}{\varepsilon}
$$

Notice that for $\nu=\Theta(1 / \sqrt{n})$, which means that $q=2 n+\Theta(1)$ we obtain that Algorithm $\mathcal{A}$ needs $\Omega(n \log (1 / \varepsilon))$ primal steps to find an $\varepsilon$-optimal solution to the linear program $(P)$. For $\nu=\Theta(1)$, i.e., $q=2 n+\Theta(\sqrt{n})$ we obtain the bound $\Omega(\sqrt{n} \log (1 / \varepsilon))$ primal iterations. Finally, as $\nu$ increases the bound becomes weaker. For example, for $\nu=\Theta(\log n)$, i.e., $q=2 n+\Theta(\log n \sqrt{n})$ the bound becomes $\Omega((\sqrt{n} / \log n) \log (1 / \varepsilon))$ primal steps.

We remark that the derived lower bounds can be extended to the algorithms in [3] and [5]. However, our example may not establish the worst case lower bound for the potential reduction algorithms proposed in [8,10,17,19].

## 4. Concluding remarks

The example we provided shows that exact line searches for a class of potential reduction algorithms do not help in decreasing the number of iterations even for linear programs with network structure. We have left open, however, the case of $q=n+\nu \sqrt{n}$, with $\nu=\Omega(\sqrt{n})$.

All known proofs of polynomial number of iterations for interior point algorithms have some relation with the logarithmic barrier function. Algorithm $\mathcal{A}$ uses the logarithmic barrier function to design the algorithm directly, while many other algorithms use logarithmic barrier functions to bound the number of iterations. It would be interesting to prove a general lower bound for all potential reduction algorithms.
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